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Abstract. This paper explores the application of Artificial Intelligence (AI) tools to
cultural heritage research within the framework of the Italian National Recovery and
Resilience Plan. Researchers at Cineca investigated open-source AI tools suitable for High
Performance Computing (HPC) environments, focusing on object detection, multimodal
analysis, Named Entity Recognition (NER), and other areas.
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1. Introduction

Artificial intelligence (AI) is being actively
experimented within Digital Humanities on
diverse cultural heritage resources, includ-
ing printed documents, manuscripts, and arti-
facts. Mapping advanced AI technologies in
open science is essential for making National
Heritage accessible to researchers and the gen-
eral public.

Within the framework of the National
Recovery and Resilience Plan investment
M1C3 1.1 “Strategic and digital platforms for
cultural heritage”, the Ministry of Culture has
involved Cineca1 in the design and implemen-
tation of I.PaC, the Infrastructure and Digital
Services for Cultural Heritage. Cineca’s re-

1 CINECA website

search foresees, among other tasks, surveying
technical and scientific literature to identify ef-
fective AI applications in digital humanities
field. Evaluating the identified tools involves
assessing model training accuracy, adaptability
to cultural contexts, and usability within High
Performance Computing (HPC) environments,
since Cineca’s supercomputing infrastructure
supports the neural network training. The re-
search focused on mining open-source repos-
itories, such as GitHub and Hugging Face2,
which offer pre-trained models and community
support. Continuous technology scouting en-
sures that tools remain up to date and suitable.

The scouting activities considered the fol-
lowing areas:

2 Hugging Face website

https://www.cineca.it/en
https://huggingface.co/
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Fig. 1: List of tools studied over the years for object detection ( Detectron2, YOLO ), multimodal
analysis ( Clip, Owl-Vit, RegionCLIP, Vild) and manual image annotation ( LabelImg )

Object Detection, NER (Named Entity
Recognition), OCR (Optical Character
Recognition), HCR (Handwritten Character
Recognition), Speech to Text, Text to Speech,

Geocoding, Language Translation and AI
Image Enhancement. For each area of analy-
sis, a state of the art was drawn up with the
following aims: identifying state-of-the-art

https://github.com/facebookresearch/detectron2
https://pjreddie.com/darknet/yolo/
https://openai.com/blog/clip/
https://github.com/google-research/scenic/tree/main/scenic/projects/owl_vit
https://github.com/microsoft/RegionCLIP
https://github.com/tensorflow/tpu/tree/master/models/official/detection/projects/vild
https://github.com/heartexlabs/labelImg
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Fig. 2: Workflow

technologies; assessing the immediate oper-
ability of the tools identified in the literature;

assessing the adaptability of other tools not yet
tested in the Digital Humanities field.
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In particular, in order to find the most suit-
able technologies for the different applications,
the models were valued considering having a
fully pre-trained and ready-to-use model; the
possibility of using these models in an HPC en-
vironment; the possibility of using GPUs.

In addition, priority was given to finding
models that could be used in the Python envi-
ronmentn rather than exclusively on APIs be-
longing to the models, so that a more flexible
pipeline could be created.

The present paper focuses mainly on ob-
ject detection, multimodal analysis and NER
(Named Entity Recognition). Other resources
about the scouting activities are available over
other areas of analysis3.

2. Object Detection and Multimodal
Analysis

Object Detection is a computer technology re-
lated to computer vision and image process-
ing. Its purpose is to detect instances of se-
mantic objects of a certain class (such as hu-
mans, buildings or cars) in digital images and
videos. The tool must be able to find one or
more objects within the examined image and
delineate the rectangle that marks the bound-
ary within which the detected object is located.
Multimodal Analysis, besides understanding
the content of an image, allows the analy-
sis and correlation of information from mul-
tiple input modalities (typically text and im-
ages) with artificial intelligence models, such
as CLIP and OWL-ViT. The Object Detection
and Multimodal Analysis scouting activity for
creating new workflows for Cultural Heritage
began at Cineca in 2023 using Detectron2,
CLIP and OWL-ViT on the SGoaB Datasets.

Fig. 1 lists the tools investigated for these
tasks. Fig. 2, instead, presents different work-
flows developed over the years. The training
process of AI algorithms needs datasets with
millions of annotated images. The lack of such
datasets for Cultural Heritage was compen-
sated by adding to the SGoaB project dataset

3 Video recording of the third Workshop AI,
Cultural Heritage and Art - Between Research and
Creativity

(manually annotated) a “domain” dataset on
which we performed automatic annotations
through zero-shot tools. The dataset result-
ing from the union of the previous two was
used to train the model. The current workflow
and the first workflow are conceptually simi-
lar, but they differ in the size of the datasets
used (the current ones are larger), the vector
of terms used for zero-shot type auto-tagging
and the model chosen for the training phase.
We are already considering updating the cur-
rent pipeline. We plan to use only the DEArt
dataset for model train and do inference on all
MIC data by compensating for the lack of ad
hoc labels with zero-shot models directly dur-
ing the inference step.

3. NER

In the field of Cultural Heritage, Named Entity
Recognition (NER) is crucial for digitalization
and cataloguing. NER, a field of natural lan-
guage processing (NLP), identifies and classi-
fies named entities in text into predefined cate-
gories like names, organizations, and locations.
The task is challenging due to the variability
and ambiguity of natural language, with enti-
ties appearing in different forms.

We implemented and evaluated three dif-
ferent pipelines for the NER task based on dif-
ferent tools.

The first one uses WikiNEuRal4 and
SpaCy(It core news lg)5 for entity extraction
(People, Places, and Organizations) and the
“Soggettario di Firenze”6 Directory for un-
recognized entity classification (MISC cate-
gory). WikiNEuRal is a Bert-based multilin-
gual model, while It core news lg is a model

4 WikiNEuRal github
5 Spacy model
6 “Nuovo soggettario”, edited by the National

Central Library of Florence (Biblioteca nazionale
centrale di Firenze), is a subject indexing tool for
various types of information resources. [...] This
tool has been created for general and specialized
Italian libraries, especially those participating in the
National Library Service (SBN), and for museums,
multimedia libraries, archives and documentation
centres”. Nuovo soggettario (sbn.it)

https://streaming.cineca.it/DefaultPlayer/div.php?evento=IA_BeniCulturali
https://streaming.cineca.it/DefaultPlayer/div.php?evento=IA_BeniCulturali
https://streaming.cineca.it/DefaultPlayer/div.php?evento=IA_BeniCulturali
https://github.com/Babelscape/wikineural
https://spacy.io/models/it#it_core_news_lg
https://thes.bncf.firenze.sbn.it/index_eng.html
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Fig. 3: NER Workflow

of the NLP framework SpaCy, which can per-
form various tasks, including NER, with the
same classes as WikiNEuRal. The second is
based on Universal NER, a zero-shot tool that
allows finding entities within a text associated
with labels passed to the model via a vector
of terms which, in this case, would be com-
posed of the categories of the “Soggettario di
Firenze” Directory. The strength of this ap-
proach is the simplicity of the pipeline, but the
results were not encouraging.

The last approach is to find all words, or
sets of words, within the text that have a match
in the “Soggettario di Firenze” Directory (with
their respective category).

From the experiments we conducted, the
WikiNEuRal + SpaCy + Soggettario di
Firenze method appears to be the best to date.
However, we do not exclude implementing an
additional pipeline to perform tagging on two
different levels. A first level of tagging will be
performed with the WikiNEuRal + SpaCy +
Soggettario di Firenze pipeline and assigned
a “weight,” i.e., a high degree of reliability.

The second level of tagging (lower weight) will
use TreeTagger +Soggettario di Firenze for the
purpose of tagging all the remaining terms in
the Soggettario di Firenze even if they are not
actually entities.
4. Conclusions

The scouting process helped clarify our un-
derstanding of the importance of establishing
work pipelines that integrate AI tools with con-
trol and validation mechanisms in a way that
aligns with the expertise of domain specialists.
Another important aspect is the integration of
various tools, drawing on research from schol-
ars in different disciplines to improve the effec-
tiveness and accuracy of the AI tools’ deploy-
ment. Additionally, we observed that the com-
plexity and potential of these tools foster better
collaboration and synergy between research in-
stitutes.
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